ASAP for Pathway


ASAP for Pathway

ASAP for Pathway (ASAPPWY) is an add on tool for the Availability, Statistics and Performance (ASAP) product. Once installed and configured it collects pathway server status and statistics information and provides it to ASAP for storage and display. In order to use this tool TS/MP (pathway), ASAP server, and ASAP client are required.
The following information is collected for display in ASAP for each server class:

	Metric
	StatePair
	Description
	Graph
	Grid

	NodeName
	No
	NonStop server node name
	No
	Yes

	Sysnum
	No
	System number
	No
	No

	Domain
	No
	Pathmon\Serverclass 
	No
	Yes

	Status
	Yes
	Operational status – See Status Determination Table 
	Yes
	Yes

	Dateymd
	No
	Date of metrics
	No
	No

	Time
	No
	Time of Stats
	Yes
	Yes

	Valid
	No
	Validity Flag
	No
	No

	ET
	No
	Elapsed Time in Minutes
	No
	No

	CT
	No
	Count of Attributes
	No
	No

	Error
	Yes
	Collection Error
	No
	No

	Running
	Yes
	Number of processes running in server class
	Yes
	Yes

	Maxsvrs
	Yes
	Maximun number of servers for server class
	No
	No

	Static
	Yes
	Number of static servers for server class
	No
	No

	MaxLinks
	Yes
	Maximum number of links allow to server class
	No
	No

	Links
	Yes
	Current number of links to server class
	No
	No

	QueReqCnt
	Yes
	Maximum number of requests that could not be satisfied immediately
	Yes
	Yes

	QueWait
	Yes
	Maximum total number of requests queued when one or more other requests were already queued.
	Yes
	Yes

	QueWaitPer
	Yes
	Percentage of requests that waited
	Yes
	Yes

	Restarts
	Yes
	Number of times proceses were restarted.
	No
	No

	QueDynWaits
	Yes
	Number of requests queued that have createdelay timeout
EDL Version 1.50812
	No
	No

	QueDynWaitsPer
	Yes
	Percentage of requests that waited with createdelay
EDL Version 1.50812
	Yes
	Yes

	ErrCnt
	Yes
	1 if serverclass is in error  EDL Version 1.60217
	Yes
	No

	IOCnt
	Yes
	Total number send statements to servers in the class
	Yes
	Yes

	AvgReqSize
	Yes
	Average size in bytes of requests
	No
	Yes

	AvgRepSize
	Yes
	Average size in bytes of replys
	No
	Yes

	
	
	
	
	


The operational state of each server class is determined as follows. State is calculated so the highest state that applies will be used.
	State
	Text
	Condition

	Down (8)
	Down
	Thawed and number of servers running is zero.

	Down (8)
	Stopped
	Frozen and number of servers running is zero unless monitor was started with STOPPEDISNOTERROR

	Down (8)
	Pending
	Freeze-Pending and at least one server running

	Critical(7)
	Error ####
	Class has error condition (####) except Autostart(1120).

If SET ERROROK #### has been configured, state returns to up(2) after ERRORSAMPLES samples. 

	Warning(6)
	Limited
	Number of running servers is less than Numstatic 

	High(5)
	Maxservers
	Numstatic is less than Maxservers and number of servers running is equal to Maxservers

	High(5)
	Maxlinks
	Number of allocated links is equal to Maxlinks

	Medium(4)
	Dynamic
	Number of servers running is greater than Numstatic

	Low(3)
	Autorestarted
	At least one server process was autostarted during the sample period

	Up(2)
	Running
	Normal operation

	Up(2)
	Autorestarted
	Normal operation although a autorestart has occurred and some point unless monitor was started with NOAUTORESART

	Exists(1)
	Stopped
	Frozen and number of servers running is zero and monitor was started with STOPPEDISNOTERROR
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This diagram illustrates a typical ASAPPWY configuration.  

The ASAPPWYM executable is started and reads its configuration from the edit file ASAPPWYC. The configuration contains the name of the TS/MP occurrence to be monitored (SET PATHMON). ASAPPWYM opens the pathmon using SPI and collects server class information and statistics. The rate (in seconds) pathmon is queried may be controlled by SET RATE. ASAPPWYM also starts an EMS consumer distributor, and using the ASAPPWYF filter (SET FILTER) connects it to the EMS collector (SET COLLECTOR). The filter selects autorestart messages from the pathmon for processing.

Information collected is sent to ASAP using shared memory. The occurrence of ASAP that will be used is controlled with SET PREFIX.

Configuring the monitoring tool requires:

· Installing Guardian files

· Adding supplied EDL to ASAP configuration

· Modifying monitor configuration files

· Modifying the TS/MP configuration

· Starting and Stopping the monitors.

Installing Guardian files

The follow files are required to be installed in the Guardian file system

ASAPPWY    - ASAP EDL file to be included in the ASAP configuration

ASAPPWY2    - Previous version of EDL

ASAPPWYF  - EMS filter for ASAPPWYM   

ASAPPWYM -  ASAP for Pathway monitor executable
CONFPWYM  - Sample configuration file

SHUTDOWN – TACL macro to shutdown a ASAPPWYM process
STRTPWY -  Sample script to start a monitoring pathway

STOPPWY – Sample script to stop a monitoring pathway

PATHCONF – Sample pathway configuration

SVRCONF – Sampe pathway server configuration  

These files can be installed by “unpak’ing” the ASAPPWYP file. By default they will be installed to $SYSTEM.ASAPPWY subvol. Refer the pak/unpak manual for additional options.
 To list the the files:


Unpak ASAPPWYP,,listonly 

To unpak the files:

 
Unpak ASAPPWYP,$*.*.*,VOL $MyVol.Mysubvol,myid,listall
Adding supplied EDL to ASAP configuration.

The EDL file located in $SYSTEM.ASAPPWY.ASAPPWY contains the entity PATHWAY. This file must be included in the ASAPUSER file which is part of the ASAP configuration. This file must also be downloaded as ASCII to the ASAP client workstations and have the .edl extension added. The ASAP server must be restarted to include this EDL and the client must import the EDL. Note user applications do not need to be restarted to restart ASAP. 

Setting the location of ASAPXDLL

The ASAPPWYM executable must have its user library set the current location of the ASAPXDLL file. This can be done using the ELD program and following command;

ELD –change libname <$vol>.<subvol>.ASAPXDLL ASAPPWYM

If not set correctly attempts to start the ASAPPWYM process will result in errors indicating there are unresolved symbols.  

Modifying monitor configuration files

The following parameters are used to configure the monitor program. These may be supplied in two different ways. 

Using the TACL param function, for example:

PARAM PATHMON $ABC

Or they can be placed into an edit file (code 101)  using set commands:

SET PATHMON $ABC 

The edit file is then supplied as the “infile” when the monitor process is started.

	Parameter
	Description 
	Default value

	PATHMON
	Process name of the pathmon to monitor
	None.

	RATE
	Sample rate in seconds for collecting pathmon data
	300

	PREFIX
	ASAP prefix to send metric data to.
	$ZOO

	ENTITY
	The second level name in the domain name. Changing this allows pathways to be grouped. 
	SERVER

	COLLECTOR
	EMS collector name the monitored pathmon writes status messages to.
	$0

	FILTER
	Guardian filename of location where ASAPPWYF was installed
	$SYSTEM.ASAPWY.ASAPPWYF

	NOAUTORESTART
	When present, if a server autorestarts do not change its operational state
	Not present

	STOPPEDISNOTERROR
	When present, if a server class is frozen and all server processes have stopped set operational state as 1 instead of 8
	Not present

	ERRORSAMPLES
	Number of samples that state should return to Up(2) from Critital(7) when server class is in error
	100

	ERROROK
	The Pathway error number which  after ERRORSAMPLES, should return to the up(2) state from Critital(7). Use multiple SET ERROROK commands to configure multiple error numbers.
	None

	ERRORRESET
	When present, if an error occurs that is in the ERROROK list and ERRORSAMPLES samples have occurred send a start serverclass command. 
	Not Present

	MAXVALUES
	Determines if average or max values are used for QueReqCnt, QueWait, QueWaitPer, IOCnt , AvgReqSize, AvgRepSize  
	ON

	RESETRATE
	Number of seconds before reseting  maximum values
	60

	EDL
	Used to allow previous versions of EDL to be supported
	No default


Modifying the TS/MP configuration 

The TS/MP configuration must allow a SPI connection. This is controlled with the “SET PATHWAY MAXSPI” command. ASAPPWYM will use one SPI connection. 
During the process of collecting and reporting data the pathway server stats counters will be reset at RATE interval. This could effect other scripts or programs that use the stats counters.
To allow ASAPPWYM to alert on server classes that autorestart, the TS/MP configuration must report status messages to an EMS collector. This is controlled with the “LOG <collector-name>, eventformat, status” command. The collector name supplied here must also be supplied in the ASAPPWYM configuration file with the “SET COLLECTOR <collector-name>” command. 

Starting and Stopping the monitor
To start the monitor use the following command:

ASAPPWYM /in <config>, out [<logfile>], name [<name>], term <hometerm>, nowait/
Where

 <config> is an edit file with ASAPPWYM configuration entries.

<logfile> is an optional file name where any ASAPPWYM errors will be logged.

<name> is an optional guardian process name, if not assigned a default name is assigned

<hometerm> is the home terminal to be used, for example $ZHOME 

ASAP monitors processes that register and will alert domains as down if a process terminates without removing the registration.  This provides a failsafe monitoring action that will report all server classes down should the ASAPPWYM process be terminated. To discontinue monitoring the ASAPPWYM process should not be stopped with a stop command as this will not remove its ASAP registration. Instead use the TACL macro SHUTDOWN to stop the process by entering SHUTDOWN <monitor process name>.
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Sample screen shot from ASAP showing all server classes in pathway $WBD0 up.
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Sample screen shot from ASAP showing a server class in pathway $WBD0 down.
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Sample screen shot from ASAP showing a server class that has autorestarted during the last sampling period in pathway $WBD0.

Draft 
AAE
Page 6

_1163354552.vsd
text�

text�

Cloud�

�

Pathmon
$DEF�

Serverclass
class2�

Serverclass
class3�

Serverclass
class1�

Monitored pathway(s)�

EMS 
Collector�

EMS 
Distributor�

ASAPPWYM�

Shared
Memory�

ASAP 
SubSystem�

ASAPPWYC�

ASAPPWYF�


